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INTRODUCTION

The purpose of this Comment is to examine social networking websites’ liability for the criminal actions of their users beyond copyright infringement. Specifically, the Comment will illustrate that social networking websites are
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capable of providing more effective protection, but have no incentive to do so because of the broad immunity granted to them by judicial interpretation of section 230 of the Communications Decency Act (CDA). Therefore, legislation and increased liability for social networking websites are needed to bring about effective safety changes.

Part I provides necessary technical information and also discusses the origins of immunities granted to social networking websites and their owners by Congress through section 230, as well as the expansion of these immunities through judicial interpretation. Next, Part II examines some of the societal problems facilitated by social networking websites, including sexual abuse and cyberbullying. Part III explains why social networking websites should incur increased liability compared to other websites. Part IV discusses currently implemented but ineffective solutions to problems introduced in Part III, such as age verification and the banning of registered sex offenders. Part V discusses more effective solutions, such as those implemented by MySpace and development of parental-notification software.

In addition, it also discusses other possible solutions that have not yet been implemented. Lastly, Part VI explains why legislation is necessary to bring about effective safety changes on social networking websites.

I. HISTORY AND CONTEXT

A. Technical Background

An Internet Service Provider (ISP) is a company that offers its customers access to the Internet, for example, AT&T, Comcast, and Sprint. An Internet Content Provider (ICP) is a party that creates or acquires information for distribution via the Internet, for example, Google, Amazon,
Yahoo, Wikipedia, Facebook, MySpace. ISP provides the “pipes” through which data travels, although courts and academics may erroneously use the term ISP to cover ICPs as well. This Comment is limited to ICP liability, not ISP. As explained below, the reason for expanding ICP liability is because ICPs are in a better position than ISPs to monitor relationships among online identities and Internet Protocol (IP) addresses.

IP addresses are vital to the function of the Internet. The Internet Corporation for Assigned Names and Numbers (ICANN) and the Internet Assigned Numbers Authority (IANA) create and coordinate IP addresses. Under the control and supervision of ICANN, IANA distributes IP addresses to five Regional Internet Registries (RIR) that redistribute them to ISPs in their specific geographical area. ISPs then assign an IP address to a device, usually a modem. If the modem is connected to a router, all of the devices connecting to the Internet through that modem share the same IP address. The IP address of a residential Internet connection—as well as some businesses and institutions—is not static. If device one disconnects, the ISP may reassign that IP address to device two, and then assign device one a new IP address.

5. See OECD GLOSSARY, supra note 3.
10. See id. (“The limited IP address space is one of the reasons for the wide use of NAT routers . . . .”); Definition of NAT, SPEEDGUIDE.NET, http://www.speedguide.net/terms_popup.php?seek=^NAT$ (last visited Mar. 23, 2011) (“NAT [network address translation] permits a large number of LAN [local area network] users to share one external IP address.”).
11. Dynamic and Static IP Addresses, supra note 9. (“Residential Internet connections, whether broadband or dialup usually use dynamic IP addresses . . . .”).
when it reconnects. ISPs recycle IP addresses because there are not enough IP addresses to assign each device a different address. This is why IP addresses have limited utility in tracking someone’s identity.

The system currently used is IPv4, and provides over four billion unique IP addresses. ICANN is running out of IP addresses to distribute, and is introducing a new system called IPv6 as a result, which provides substantially more IP addresses. Although computers are currently being built that incorporate IPv6 compatibility, very few use it. This means that monitoring capabilities and Internet security may change drastically with the new system.

B. Communications Decency Act

In 1996, Congress passed the CDA as part of the

---

12. Id. (“With dynamic IP addressing, there is a pool of IPs that your ISP can assign to users. When you connect to the Internet, your computer is leased one IP address from that pool for a number of hours. When you disconnect, or when the lease expires the IP address is freed and put back into the pool of available IPs.”).

13. Id. (“The need for dynamic IP addresses arises from the limited number of IP addresses available in IPv4 (Internet Protocol version 4). . . . That way, ISPs can have more subscribers than number of IP addresses . . . and ease IP maintenance.”).


18. Paul Meller, European Commission Urges Rapid Adoption of IPv6, Post to Business Center, PC WORLD (May 27, 2008, 12:00 PM), http://www.pcworld.com/businesscenter/article/146319/european_commission_urges_rapid_adoption_of_ipv6.html (“Most new computer and sever software sold by major manufacturers is already IPv6 compatible, but the computers and devices running this software are still only reachable through their old IPv4 addresses.”). See also IPv4-IPv6 Compatibility, BGP EXPERT (June 6, 2006), http://www.bgexpert.com/article.php?article=106.

19. IPv6, CYBERTELECOM, http://www.cybertelecom.org/dns/ipv6.htm (last visited Feb. 17, 2011) (“This large number of IPv6 addresses means that almost any electronic device can have its own address . . . . [T]he massive address space available in IPv6 will allow virtually any device to be assigned a globally reachable address. This change fosters greater end-to-end communication abilities between devices with unique IP addresses . . . .”).
Telecommunications Act.\textsuperscript{20} One part of the CDA, later found unconstitutional by the Supreme Court,\textsuperscript{21} was intended to protect the public from indecent and obscene online material.\textsuperscript{22} Section 230, which provides immunity to "interactive computer services," survived constitutional scrutiny.\textsuperscript{23}

Congress enacted section 230 in response to two cases that discussed the distinction between a "distributor" and a "publisher," expressly overruling one of those cases.\textsuperscript{24} A publisher is a person or entity that exercises editorial control over the content of a work, for example, newspapers.\textsuperscript{25} Comparatively, a distributor makes content available to the public but exercises no editorial control, for example, newsstands.\textsuperscript{26} The issue is substantial because under the law of most states, a publisher is strictly liable for defamatory statements, whereas a distributor is liable only for content it knew or should have known was defamatory.\textsuperscript{27}

\begin{itemize}
\item \textsuperscript{20} 47 U.S.C. § 230(a)–(d), (f)(2) (2006) ("The term 'interactive computer service' means any information service, system, or access software provider that provides or enables computer access by multiple users to a computer server, including specifically a service or system that provides access to the Internet and such systems operated or services offered by libraries or educational institutions.").
\item \textsuperscript{21} Reno v. Am. Civil Liberties Union, 521 U.S. 844, 885 (1997) (holding that the CDA violated the First Amendment).
\item \textsuperscript{22} See Discussion of the CDA, CTR. FOR DEMOCRACY & TECH., http://cdt.info/grandchild/cda/ (last visited Feb. 17, 2011).
\item \textsuperscript{25} John W. Dean, Defamation Immunity on the Internet: An Evolving Body of Law Has Been Stretched Beyond Its Limits, FINDLAW (July 4, 2003), http://writ.news.findlaw.com/dean/20030704.html.
\item \textsuperscript{26} Id.
\item \textsuperscript{27} Religious Tech. Ctr. v. Netcom On-Line Commc’n Servs., Inc., 907 F. Supp. 1361, 1367 n.10 (N.D. Cal. 1995). The Religious Technology Center court stated: Recent decisions have held that where a [bulletin board service] exercised little control over the content of the material on its service, it was more like a “distributor” than a “republisher” and was thus only liable for defamation on its system where it knew or should have known of the defamatory statements. Cubby, Inc. v. CompuServe, Inc., 776 F. Supp. 135 (S.D.N.Y. 1991). By contrast, a New York state court judge found that Prodigy was a publisher because it held itself out to be controlling the content of its services and
The first case discussing the difference between distributor and publisher with relation to the Internet was Cubby, Inc. v. CompuServe, Inc., where CompuServe, an ISP, hosted an online news forum and was sued for defamatory comments posted by a user. The Cubby court held that CompuServe was not liable as it was considered a distributor, not a publisher, under defamation law because it lacked editorial involvement. The second case was Stratton Oakmont v. Prodigy Services Co., where Prodigy, an ISP, was sued for defamatory comments posted by an unknown user on its “Money Talk” bulletin board. The Stratton court held that Prodigy was liable as a publisher for content posted by its users because it took affirmative steps toward editorial control by attempting to screen offensive content. As a result of these decisions, ISPs are less likely to screen content. Where screening might subject ISPs to liability as publishers, taking no action at all would classify ISPs as mere distributors, thereby facing limited liability.

Congress’s stated purpose in passing section 230 of the CDA was to “promote the free exchange of information and ideas over the Internet and to encourage voluntary monitoring for offensive or obscene material.” Section 230 states that interactive computer services are not liable as publishers, and affords protection for “‘Good Samaritan’ blocking and screening of offensive material.” The plain

because it used software to automatically prescreen messages that were offensive or in bad taste. Stratton Oakmont, Inc. v. Prodigy Servs. Co., No. 31063/94, 1995 N.Y. Misc. LEXIS 229, at *10 (N.Y. Sup. Ct. May 24, 1995).


29. Id. at 140–41.


32. Holland, supra note 27, at 372 (“Representatives of the online industry argued that the Prodigy decision placed service providers in an untenable position by ‘creating a ‘Hobson’s choice’ between creating ‘child safe’ areas that expose the ISP to liability as an editor, monitor, or publisher, and doing nothing in order to protect the ISP from liability.’” (quoting Robert Cannon, The Legislative History of Senator Eon’s Communications Decency Act: Regulating Barbarians on the Information Superhighway, 49 FED. COMM. L.J. 51, 62 (1996))).


language of the statute provides that an interactive computer service would not be held liable as a publisher.\textsuperscript{35} Notably, however, the Internet model at the time Congress enacted the CDA was very different than what has since evolved. Shortly after Congress passed the CDA, ISPs began to realize that greater profits could be made through Internet content rather than Internet services. This led to companies providing content while still seeking liability protection as ISPs.\textsuperscript{36} It is uncertain whether Congress would have afforded the same protection at the time it enacted the CDA had it known that ISPs would deliver content in the future.

\textit{C. Judicial Expansion of Online Immunity}

Courts have consistently given section 230 a broad reading by providing liability protection to ICPs even when the particular ICP knew, or should have known, the material was illegal.\textsuperscript{37} In \textit{Zeran v. America Online, Inc.}, Zeran sued America Online (AOL) for failing to remove a defamatory posting on its website after receiving notice.\textsuperscript{38} Zeran contended that AOL had a “duty to remove the defamatory posting promptly, to notify its subscribers of the message’s false nature, and to effectively screen future defamatory material.”\textsuperscript{39} The \textit{Zeran} court found, however, that section 230 provided federal immunity for any cause of action originating from a third-party’s use of the service.\textsuperscript{40} In doing so, the \textit{Zeran} court interpreted section 230 as a grant of distributor immunity. Section 230 states: “No provider or user of an interactive computer service shall be treated as the \textit{publisher} or \textit{speaker} of any information provided by another information provided by another information

\begin{itemize}
\item \textsuperscript{35} § 230(c)(1) (“Treatment of publisher or speaker. No provider or user of an interactive computer service shall be treated as the \textit{publisher} or \textit{speaker} of any information provided by another information content provider.” (emphasis added)); see Holland, supra note 27, at 388.
\item \textsuperscript{36} See Ben Ezra, Weinstein, & Co. v. Am. Online Inc., 206 F.3d 980, 984–85 (10th Cir. 2000) (finding that America Online was immune from liability as an ISP, in part because that it did not help create the inaccurate stock quotation even though the company provided the stock quotation); see also Blumenthal v. Drudge, 992 F. Supp. 44, 51–52 (D.D.C. 1998) (finding that America Online was immune from defamation liability as an ISP even though it had a licensing agreement with the author to provide the defamatory content).
\item \textsuperscript{37} See Zeran v. Am. Online, Inc., 129 F.3d 327, 332 (4th Cir. 1997).
\item \textsuperscript{38} Id. at 328.
\item \textsuperscript{39} Id. at 330.
\item \textsuperscript{40} Id. at 330–31.
\end{itemize}
content provider."

Courts have also extended immunity to websites that knowingly profited from the illegal activities of their users. For example, in Doe v. Bates, plaintiffs contended that Yahoo! knowingly profited from the trafficking of child pornography. The Bates court found that Yahoo! was immune from any civil liability for third-party content on its website, even if the company had knowledge of the existence of the illegal content. The Bates court reasoned that if Yahoo! could be held liable for allowing material it reviewed to be posted on the site, it would simply choose not to regulate at all, which would go against the Congressional purpose of section 230. Nothing in the language of the statute, however, suggests that Congress intended to supersede traditional secondary liability analysis—holding an entity liable for knowledge of, promotion of, refraining to control, or profiting from illegal activity.

Social networking websites are one of many beneficiaries of the judicial expansion of section 230. A social networking website is a service that provides its users with connectivity to friends and self-expression. Although social networks target different audiences and offer varying services, they all

43. 2006 WL 3813758, at *1.
44. Id. at *4. ("Section 230 does not . . . provide that an intentional violation of criminal law should be an exception to the immunity from civil liability given to Internet service providers.").
45. Id.
46. Compare § 230(c)(2) ("No provider or user of an interactive computer service shall be held [civilly] liable on account of . . . (A) any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected."). With Fonovisa, Inc. v. Cherry Auction, Inc., 76 F.3d 259, 264 (9th Cir. 1996) (holding operators of a swap meet liable where they allowed vendors to sell counterfeit goods and they had knowledge of, control of, and profited from the infringing activity), and Metro-Goldwyn-Mayer Studios, Inc. v. Grokster, Ltd., 545 U.S. 913, 938, 941 (2005) (holding plaintiffs liable because they knew their software was used for copyright infringement, they promoted its use for copyright infringement, did not attempt to prevent the infringement, and profited from their users’ copyright infringement).
48. See, e.g., FACEBOOK, http://www.facebook.com/facebook (last visited Mar. 23,
Social Networking Websites’ Liability

share two primary components: the profile and the community.49 The user enters his or her own personal information into his or her profile, such as interests, birthday, hometown, and photos.50 Users then create communities by mutually agreeing to link their profiles with one another.51 As a result of judicially extended immunity to ICPs, these social networking websites have also been consistently granted broad section 230 immunity.52 Most notably, in Doe v. MySpace, Inc., a thirteen-year-old girl sued MySpace for “failing to implement basic safety measures to prevent sexual predators from communicating with minors . . . .”53 The plaintiff misrepresented her age on her online profile and attracted the attention of a nineteen-year-old man.54 The man allegedly assaulted the plaintiff when the two met in person for a date.55 The MySpace court held that MySpace was immune from any liability as a result of the immunity granted by Congress under section 230.56

II. THE PROBLEM WITH ONLINE SOCIAL NETWORKS

Online social networking plays an increasingly dominant role in the lives of most people, regardless of nationality or...
demographics. Social networking websites account for ten percent of all Internet time, the time spent on these websites is growing three times faster than the overall Internet rate, and using social networking websites is currently the fourth most popular online activity. Although the Baby Boomer generation is the fastest growing age demographic, and adults comprise the majority of social networking site users, online social networking plays a more prevalent part in the lives of teens and young adults.

Particularly worrisome is the dangerous appeal of social networking websites to young children. Children are becoming more tech-savvy at increasingly younger ages. As a result, they are participating in social networking websites primarily aimed at teens and adults. In response, some companies have created social networking websites directed specifically to children below the age of fourteen, some having a minimum age requirement as low as five years old.


60. See Teens on Social Networks, eMARKETER (Apr. 16, 2009), http://www.emarketer.com/Article.aspx?R=1007041 (stating that 75% of American teens use social networks, and predicting that number to increase to 79% by 2013); see also Mark Doliver, Take Care When Targeting Teens Online, ADWEEK (Oct. 5, 2009), http://www.adweek.com/aw/content_display/news/agency/e3i505f5fdeecd76b42ca9d8d4695e89c6c (stating that 66% of teens said they use social networks when online); see also Amanda Lenhart, Adults and Social Network Websites, PEW INTERNET (Jan. 14, 2009), http://www.pewinternet.org/Reports/2009/Adults-and-Social-Network-Websites.aspx (finding that 75% of adults, ages 18–24, use online social networks).


62. Jemima Kiss, 100,000 Kids Join CBBC Social Network, GUARDIAN.co.UK (July 10, 2008, 15.01 BST), http://www.guardian.co.uk/media/2008/jul/10/digitalmedia.web20 ("MyCBBC was launched shortly before an official report by media regulator Ofcom found that more than a quarter of eight- to eleven-year-olds in the UK regularly use social networking sites designed for older children and teenagers.").

63. Carolyn Jabs, These ‘Social Websites’ Cater to Little Kids, TECHNO FAM.,
amount of time spent and the number of users on social networking websites grow, a wide range of problems have been created and facilitated by these websites.64

A. Sexual Abuse

The online social networking problem garnering the most media attention is sexual abuse, with the victims ranging from young children to adults. An online social network’s role in inadvertently facilitating sexual abuse varies from case to case. A large number of victims meet their assailants through online social networks. One out of seven children between the ages of thirteen and seventeen receive unwanted sexual solicitations online.65 This problem is compounded by young Internet users’ willingness to engage in online relationships.66 Despite years of “awareness” programs and media coverage, the story generally remains the same: a young Internet user meets a “friend” over a social network, subsequently meets them in person, and is then sexually assaulted.67 Fortunately,
some criminals are caught before committing any physical harm. An assailant, however, can cause harm or commit a crime without ever physically meeting the victim. There are a number of unfortunate stories involving older men and women who pose as someone they are not, enticing underage children to send them sexually explicit pictures of themselves.

Due to the detail and breadth of personal information and preferences a user puts on his or her social networking profile, predators are able to feign common interests, allowing them to build online relationships very quickly. Predators are able to use social networks for frequent, private exchanges outside of public view and parental supervision as a way to develop online relationships.

---

68. Emily S. Achenbaum, Facebook Child Porn Case Results in 35-year Federal Prison Term, CHI. TRIB., Oct. 22, 2008, http://articles.chicagotribune.com/2008-10-22/news/0810210346_1_federal-prison-term-facebook-child (stating that Michael, a twenty-five-year-old was caught after he posed as a teenage girl, solicited a teenage boy, and tried to blackmail him for not posting sexual videos of himself on Facebook. Michael, posing as the teenage girl, told the boy that he could have sex with “her” only if the boy had sex with her male friend (Michael) first); Boys’ MySpace Prank Results in Sex Crime Arrest, Post to Security, MSNBC (Mar. 8, 2006), http://www.msnbc.msn.com/id/11708746/ (teenage boys setup a fake profile as a fifteen-year-old girl and through coincidence helped police capture a forty-eight-year-old man trying to meet “her” for sex).

69. Kansas Man Indicted on Facebook Child Porn Charges, TRENCH REYNOLDS’ CRIME NEWS (May 22, 2009), http://mycrimespace.com/2009/05/22/kansas-man-indicted-on-facebook-child-porn-charges/ (thirty-eight-year-old posed as a nineteen-year-old woman on Facebook to get teenage boys to send him sexual explicit photos of themselves); More on Stickam’s Latest Predator, TRENCH REYNOLDS’ CRIME NEWS (Oct. 21, 2009), http://mycrimespace.com/2009/10/21/more-on-stickams-latest-predator/ (father would pose as a seventeen-year-old boy on Stickam and convince underage girls to masturbate on webcam, sometimes by threatening to tell the girls parents if they did not do what he wanted).

70. Victoria Baines, ECPAT INT’L, ONLINE CHILD SEXUAL ABUSE: THE LAW ENFORCEMENT RESPONSE 29 (2008), http://www.ecpat.net/worldcongressIII/PDF/Publications/ICT_Law/Thematic_Paper_ICTLAW_ENG.pdf (“Equal attention [ ] must be paid to the speed with which suspects are able to build online relationships with children and young people on the basis of positive feedback and the pretense of common interests or points of view – an observed offline grooming technique with a much wider application in those online environments where young people feel free to express themselves.”).

71. Janis Wolak et al., Online “Predators” and Their Victims: Myths, Realities, and...
Although better security measures may prevent some crimes, this is not true of all crimes facilitated by social networking websites. For example, it would be nearly impossible for social networks to prevent certain crimes occurring between adults who merely meet through a social networking website.

Still, the inability to prevent all crimes does not mean social networking websites are helpless to prevent some of them.

B. Cyberbullying

Another problem associated with online social networks is cyberbullying, defined as the “willful and repeated harm inflicted through the use of computers, cell phones, and other electronic devices.” Although cyberbullying is not unique or exclusive to online social networks, social networks are one of its most prevalent virtual locations, and soon to be the most common source of cyberbullying worldwide.
In 2006, cyberbullying gathered national media attention when thirteen-year-old Megan Meier committed suicide.\textsuperscript{77} The cyberbully was “Josh Evans,” a fictional sixteen-year-old boy created by Lori Drew, her daughter, and her assistant.\textsuperscript{78} The purpose was to tease and humiliate Megan, with whom Lori Drew’s daughter had a falling out.\textsuperscript{79} At the time, no law existed specifically addressing cyberbullying for state or federal prosecutors to charge Drew.\textsuperscript{80} The government unsuccessfully attempted to convince the fact-finder that “violating MySpace’s terms of service was the legal equivalent of computer hacking.”\textsuperscript{81} In response, many states passed anti-cyberbullying laws,\textsuperscript{82} and a federal bill is currently pending on the matter.\textsuperscript{83}

overtake chat rooms as the top source of cyberbullying problems worldwide.”).


\textsuperscript{79} Keating, supra note 77; Cyber-Bullying Trial Opens in US, BBC NEWS (Nov. 20, 2008, 8:27 GMT), http://news.bbc.co.uk/2/hi/americas/7738982.stm.


\textsuperscript{83} Megan Meier Cyberbullying Prevention Act of 2009, H.R. 1966, 111th Cong. (2009); Anna North, Is Legislation the Way to Stop Cyberbullying?, JEZEBEL (Oct. 1,
While most instances of cyberbullying do not have such drastic outcomes, it is still a growing problem with varying degrees of harm, and social networking websites are the new favored forum of cyberbullies. At the time of the Megan Meier incident, MySpace may not have had the technological means to prevent Lori’s actions, nor the means to confirm the existence of “Josh Evans.” But with significant advances in the law, and with current technology, there may be a practical system available for identifying and monitoring cyberbullying.

III. INCREASING SOCIAL NETWORKING WEBSITES’ LIABILITY COMPARED TO OTHER TYPES OF WEBSITES

Social networking websites are unlike any other type of website, because users of social networking websites freely expose a tremendous amount of personal information. As previously indicated, this liberal display of information results in a host of new problems, but it also provides a useful resource.
Compare the liability of a social networking site with that of a search engine (e.g., Google, Yahoo!, Bing). Twitter, one of the most popular social networking websites today,\(^\text{89}\) has over fifty million unique accounts.\(^\text{90}\) A person does not need a Twitter account to view most of Twitter’s profiles.\(^\text{91}\) These profiles are publicly accessible and can be located using search engines. This means a law holding Twitter liable for its users’ activities, would require the company to actively police fifty million web pages.\(^\text{92}\) Twitter is just one website of over 185 million websites.\(^\text{93}\) This means that to hold search engines liable for the content of the web results they return, search engines would need to monitor fifty million of Twitter’s pages, plus an additional 185 million websites,\(^\text{94}\) each containing any number of web pages.\(^\text{95}\)

A fairer comparison may be made to online auction and shopping websites (e.g., Amazon.com, eBay, Craigslist). The content of these websites is more similar to social networking websites than search engines because monitoring is limited to the company’s own website. To put an item up for sale on eBay, a user writes a description and uploads a picture,\(^\text{96}\) eBay takes measures to prevent fraudulent transactions,\(^\text{97}\)

---


\(^{92}\) Website vs. Webpage, INNOVATIONSIMPLE (Apr. 21, 2009), http://innovationsimple.com/web-design/website-vs-webpage/ (a website is composed of webpages).


\(^{94}\) Id.

\(^{95}\) See We Knew the Web Was Big . . . , OFFICIAL GOOGLE BLOG (July 25, 2008, 10:12:00 AM), http://googleblog.blogspot.com/2008/07/we-knew-web-was-big.html (over one trillion unique URLs on the Internet).


\(^{97}\) This is not to say that eBay’s system is completely effective. See Tiffany, Inc. v. eBay, Inc., 576 F. Supp. 2d 463, 477–78 (S.D.N.Y. 2008) (“For obvious reasons, the fraud engine could not determine whether a listed item was actually counterfeit. . . . Nevertheless, eBay’s ultimate ability to make determinations as to infringement was limited by virtue of the fact that eBay never saw or inspected the merchandise in the listings. While some items—such as guns—were completely prohibited and thus required no judgment to remove, listings that offered potentially infringing and/or counterfeit items required a more in-depth review.”). Although, eBay can, and does, take steps to
partly through identity verification by requiring a seller to use a PayPal account or credit card, which is appropriate because a user must be over eighteen to use eBay. This provides a buyer with judicial recourse for a fraudulent sale.

Moreover, eBay has made substantial changes to its fraud prevention as a result of losing lawsuits in France. Specifically in *LVMH v. eBay*, a French trade court found that eBay was responsible for counterfeit items sold on its website by third parties. The new security measures implemented by eBay as a result of these suits include proactive fraud protection on types of items more frequently targeted by scammers. EBay has not made a full comprehensive release on how it checks for fraudulent items, so it is difficult to ensure that the user actually owns the object of the picture. See Ina Steiner, *eBay Restrictions on Apple iPhone Sales Remain in Place*, AUCTIONBYTES.COM (June 29, 2007), http://www.auctionbytes.com/cab/abn/y07/m06/i29/s01 (“Sellers must comply with the following rules in order to sell iPhones after they go on sale: The listing must include a unique photograph of the item or items. The seller’s User ID must be clearly displayed within the photograph . . . .”).


101. *LVMH v. eBay*, Tribunal de commerce [TCP] [court of trade] Paris, June 30, 2008 (Fr.).

102. *Id.*: Deirdre Woollard, *EBay Loses Big French Lawsuit*, LUXIST (June 30, 2008, 6:01 PM), http://www.luxist.com/2008/06/30/ebay-loses-big-french-lawsuit/ (“[E]Bay has asserted that they are a host in the selling process and therefore not responsible for counterfeits items sold) but a statement from [Louis Vuitton Moet Hennessy] counters that saying that eBay is not a host but is instead a broker for these goods and therefore responsible not just for counterfeits but for all the branded goods that are sold through eBay.”); Ina Steiner, *EBay Loses Hermes Counterfeiting Case*, AUCTIONBYTES (June 5, 2008), http://www.auctionbytes.com/cab/abn/y08/m06/i05/s01 (“[E]Bay was convicted by a French court Wednesday of selling counterfeit goods . . . .”).

103. Steiner, *supra* note 102 (“Today’s court ruling [against eBay] relates to past seller verification issues. The court acknowledged that eBay subsequently addressed these issues with its enhanced anti-counterfeiting measures . . . .”).

to assess the effectiveness of such safety measures. Notably though, fraud is a direct harm to eBay’s business, and the measures taken against fraud are directly linked to the success of eBay as a business; a fraudulent transaction is an unsuccessful transaction. Comparatively, the harms associated with social networking websites are not as damaging to the website’s business, and therefore there is less monetary incentive to address or prevent those harms.

Additionally, one of the biggest differences between social networking websites and eBay is the type of harm encountered by their users. The information a user inputs into eBay is markedly limited and different from the information a user inputs into a social networking website. On eBay, the information’s focus is on the product, and on social networking websites, the information’s focus is on the actual person. For instance, a user on eBay creates a username such as eBayUser77, compared with most social networking websites where a user provides and is identified by his or her actual name. On eBay, when a fraudulent, damaged, and/or mislabeled item is sold, the resulting harm is limited to financial loss, dissatisfaction with the item, and/or a trademark violation. On social networking websites, the types of harm are much more serious and much more diverse. Although social networking websites may seem to be disadvantaged by the sheer volume of information, this concern is largely alleviated by the ability to automate searches and filters through algorithms and coding.

IV. INEFFECTIVE SOLUTIONS ENCOURAGE DECEPTION

There have been a wide variety of proposals and attempts to limit criminal activity facilitated by online social networks. Some have worked better than others. Generally, bad ideas encourage user deception and lies, making it harder for social

105. Id. (“Unfortunately, it’s not possible for us to give you criteria [on what kinds of listings will be impacted], because that information could be used by scammers . . . .”)

106. See discussion supra Part II.D.

107. See Michael L. Ruply, Jr., Ind. Univ., Introduction to Query Processing and Optimization (2008), available at http://www.cs.iusb.edu/technical_reports/TR-20080105-1.pdf (“All database systems must be able to respond to requests for information from the user . . . . Obtaining the desired information from a database system in a predictable and reliable fashion is the scientific art of Query Processing. Getting these results back in a timely manner deals the technique of Query Optimization.”).
networking websites to discover and identify abuse and potentially dangerous users.

A. Banning Users

Banning IP addresses of consistent violators is, although seemingly a good idea, very ineffective and easily circumvented because ISPs recycle IP address due to the nature of IPv4 and the limited number of IP addresses available. Even users with broadband, who are always connected to the Internet, can still easily change their IP addresses.

Recently, in response to a subpoena and increasing pressure from state attorneys general, MySpace announced that it had identified 90,000 registered sex offenders using its site. The obvious choice of action taken by MySpace, and encouraged by the state attorneys general, was to remove the identified sex offenders from the site. Despite appearances, this was the wrong course of action to take, because banning registered sex offenders from a website does not stop them from using another site, or from using the same website with a fake profile. MySpace may have superficially purged itself of sex offenders, but many of them migrated to Facebook.

109. See discussion supra Part II.
Facebook, not wanting to be outdone by MySpace, followed suit and eliminated the registered sex offenders from its site.\textsuperscript{114} States seem to share this mentality and are passing laws requiring sexual offenders to register any online screen names,\textsuperscript{115} or banning them from social networking websites altogether.\textsuperscript{116}

All of this means one of three things for MySpace and Facebook: (1) the websites evicted rehabilitated prior sex offenders,\textsuperscript{117} (2) the websites evicted non-rehabilitated sex offenders who are now lurking on other social networking websites,\textsuperscript{118} or (3) the websites have forced non-rehabilitated sex offenders to create fake profiles.\textsuperscript{119}

\begin{footnotes}
\item[117] However rare it happens, public urination can put a person on the sex offender registry, and surely MySpace and Facebook are not trying to protect their users from the public urinators of the world. See Gordon Fraser, \textit{Lawmakers: Public Urination Shouldn't Lead to Sex Offender Status}, EAGLE-TRIBUNE, Jan. 31, 2008, http://www.eagletribune.com/punewsnh/local_story_031093859.
\item[118] Even if all social networking websites made it a policy to restrict access to registered sex offenders, that would only create a larger incentive for the offenders to create fake profiles. See discussion infra Part IV (discussing the difficulty of identifying fake profiles).
\end{footnotes}
offenders, but measures that socially isolate sex offenders are actually detrimental to the public’s safety because they fuel sex offenders’ cycles of abuse and create a false sense of security. Although the numbers look good for MySpace and Facebook, the websites are probably less safe. Therefore, despite initial reactions, the best course of action would have been to keep the sex offenders on MySpace and monitor their behavior with police assistance.

While 90,000 profiles is a substantial number to monitor, it is harder to weed out 90,000 fake profiles. It can be very difficult to identify a fake profile, even using an algorithm, unless there are identity cross-check requirements for sign-up, such as providing a credit card. Additionally, even assuming police can identify a fake profile, the only link from that fake profile to the real user is the IP address. If the...


121. Koch, supra note 120 (“The laws don’t necessarily keep sex offenders away from kids, says [Jo Ellyn Rackleff, spokeswoman for the Florida Department of Corrections]. ‘What people don’t realize is these offenders are in our communities,’ riding buses and walking around, she says. ‘It’s a waste of resources to check where they’re sleeping,’ says Corwin Ritchie, executive director of the Iowa County Attorneys Association. He says sex offenders may sleep in one place and spend their days elsewhere. He says it is better to monitor where they go.”); Our Mission and Deeper Purpose, Post to Sex Offender Reports, Charts and Other Papers, SEX OFFENDER RES., http://sexoffenderreports.blogspot.com/2009/04/our-mission.html (last visited Mar. 2, 2011) (“Society in general, buried in hatred, is unaware of what is happening in the name of public safety. The hysteria caused by misinformation about sex offenders is fueling vigilantism, harassment, protests, media frenzy, and the feel-good legislation. This drives the untreated sex offender underground into deeper isolation and triggers cycles of abuse. Society feels it should, divide and isolate themselves from sex offenders. However, that act perpetuates the abuse cycle.”).

122. See generally CATFISH (Rogue Pictures 2010) (documenting the accidental uncovering of a network of fake profiles fabricated by one woman).

real user is accessing the Internet through someone else’s Internet connection (and corresponding IP address), the fake profile will appear to belong to the owner of that Internet connection.\textsuperscript{124} Social networking websites were in a unique position to help catch potential repeat offenders and make the Internet safer. For instance, the social networking websites could have been used to check compliance with required online identity registration for convicted sex offenders, and verify the accuracy of a user’s purported age.\textsuperscript{125} Even if the registered sex offenders had fake profiles before getting evicted from their real profiles, those fake profiles would still exist on the website. The purpose of keeping sex offenders on the website is to prevent the creation of fake profiles, and to prevent future harm.

\textbf{B. Age Requirements}

Age verification should be used on certain websites, but not when lying so easily circumvents it. Specifically, minors should be prohibited from using any of the adult dating websites now available.\textsuperscript{126} SexSearch, a social network for people looking for sex, received media attention when one of its users was charged with statutory rape of a fourteen-year-old user.

\begin{itemize}
\item \textsuperscript{124} Rod Dixon, \textit{White Nowhere to Hide: Workers Are Scrambling for Privacy in the Digital Age}, 4 J. TECH. L. & POLY 1, 41 n.96 (1999) (“Not only does every computer leave a trail of its IP address everywhere it goes on the Internet, but sniffer programs, savvy computer users, untrustworthy computer hackers, website owners, and just about any employer can, with little difficulty, surreptitiously grab a computer’s IP address.”); \textit{Securing Your Wireless Network and Why You Should Do It Now}, BULLDOG DATA SERVICES (Sept, 3, 2009), http://bulldogdata.com/securing-your-wireless-network-and-why-you-should-do-it-now (“Since the intruder is on your private network, any traffic between him and the Internet will appear to be coming from the public IP address the ISP assigned to the you. The ISP has no idea how many computers are behind the gateway, who they belong to, and what they are used for. If the criminal activity is discovered and investigated, the origin of the attack will be traced back to your broadband account.”).
\item \textsuperscript{125} Keeping the Internet Devoid of Sexual Predators Act of 2008, Pub. L. No. 110-400, 122 Stat. 4224 (enacted) (requiring convicted sex offenders to register online identifiers).
\end{itemize}
old minor who falsely claimed to be eighteen years old. But finding shelter under the CDA, SexSearch was not held liable for the user’s fraudulent statements regarding her age.

Adult dating websites are in a better position to verify users’ ages because the minimum age requirement is eighteen and not thirteen. Although this measure has been suggested for all social networking websites, requiring a credit card for site membership is better suited to adult dating websites because the minimum age for credit card ownership is already eighteen. The website could require a prospective member’s name to appear as it does on his/her credit card and charge a nominal fee to prevent minors from covertly using a parent’s credit card. This measure by itself, however, should not be sufficient to shield the website from all potential liability.

Minimum age requirements are less practical for general social networking websites. Requiring a minimum age, below eighteen years old, is ineffective because age verification for minors is so difficult. Minors lack a reliable source, such as a credit card, that can be used to cross-reference their information. As a result, the current system to verify a user’s age employed by most social networking websites is ineffective. Of the ten most popular social networking websites, two do not have a minimum age requirement.

130. Id.
131. See discussion infra Part IV.
133. Id.
135. Websites with a minimum age requirement include: Privacy Policy, FACEBOOK, http://www.facebook.com/policy.php (last visited Apr. 14, 2011); MYSPACE,
A child lying about his or her age to gain access to a social networking website may be seemingly innocuous but could have serious implications. Currently, when a ten-year-old girl is rejected from a social networking site due to a minimum age requirement, she goes right back onto the site and this time under “age” she puts thirteen instead of ten.\textsuperscript{136} Now the social networking website has a ten-year-old user it thinks is thirteen years old.\textsuperscript{137} While seemingly trivial, age can become a serious issue. For instance, assume a fifteen-year-old girl has lied about her age in the past so that her profile now claims she is eighteen, and that she sends naked pictures of herself to a nineteen-year-old through the social networking website. Now the website has unknowingly facilitated child pornography.\textsuperscript{138} Of course if she is ever caught by the police, that fifteen-year-old girl may be charged with possession and distribution of child pornography,\textsuperscript{139} while the social networking website would remain immune from liability.

Current legislation regarding minimum age requirements is ineffective because it is easily circumvented by website users. Social networking websites are not entirely to blame for setting minimum age requirements. The Children’s
Online Privacy Protection Act requires websites to take additional steps, such as seeking parental permission, before a child’s personal information may be collected or subsequently disseminated. But social networking websites easily sidestep this issue by requiring their users to be at least thirteen years old, having no effective means to verify their users’ ages, and then subsequently enjoying full immunity from any resulting harm. The current age verification system employed by most social networking websites is too easily circumvented, and, as a result, either needs to be completely abandoned or completely revamped.

V. EFFECTIVE ACTUAL AND POTENTIAL IMPROVEMENTS TO WEBSITE SECURITY AND SAFETY

Implementing effective solutions will encourage honesty among social network users. Social networking websites should seek to achieve security through profile tracking and cross-reference, IP tracking, and simple observation. Currently, social networking websites are not taking these steps to protect their users, and they have little, if any, incentive to do so because Congress and the courts have afforded them with such broad immunity.

A. Age Verification on Second Life

Second Life is an online virtual world, where the “virtual environment mimics the real world through an interactive body of residents called avatars.” After a scandal involving “depictions of or engagement in sexualized conduct with avatars that resemble children,” Second Life banned that behavior and then created a community for minors called Teen Second Life. Teen Second Life is open only to teens.

141. See discussion infra Part V.
between the ages of thirteen and seventeen. The only adults allowed in Teen Second Life are members of the parent company, Linden Lab, who are “clearly identified as a ‘Linden,’” as well as “[e]ducators and youth non-profit organizations.” Any adult who is not a Linden Lab employee must go through a criminal and background check and is confined to certain areas of the website.

As a means of age verification, Teen Second Life requires that a parent create his or her child’s account so that it is tied to a cell phone account in their child’s name or their child’s PayPal student account. Parents can set up a PayPal student account by providing their child’s full legal name and their date of birth. The student account is linked to the parent’s banking account, but the student account has spending limits and parental controls.

The solutions implemented by Second Life are all feasible steps for other social networking websites to take. It is possible that websites have not attempted those solutions because they are concerned that such protections would substantially decrease traffic and membership and in turn, decrease revenue. Profit maximization, however, cannot be the standard for determining whether to impose regulations. Movie theaters have maximum occupant capacities under fire code regulations, businesses are required to have sprinkler systems, and buildings are constructed to meet government safety specifications. General societal norms mandate

---

147. Id.
148. Id.
150. Student Accounts, supra note 149.
151. Id.
152. SPARKS, NEV. MUN. CODE § 5.75.100 (2010), available at http://cityofsparks.us/governing/muni_code/Title_5/75/100.html.
153. RUSSELL P. FLEMMING, NAT’L FIRE SPRINKLER ASS’N, THE FIRE SPRINKLER SITUATION IN THE UNITED STATES 1 (2002), available at www.sprinklerworld.org/vds.doc (“Originally installed to reduce property insurance premiums, fire sprinkler systems are now installed mainly to meet the requirements of building codes for new construction.”).
154. See BUREAU OF LABOR STATISTICS, OCCUPATIONAL OUTLOOK HANDBOOK
corporations maintain a balance between profits and safety, but social networking websites are oddly excluded from any substantial and meaningful imposition of safety requirements.

B. MySpace Headed in the Right Direction

After a multitude of state attorneys general put pressure on MySpace by threatening litigation and investigation, the website took some action towards implementing greater safety features. Specifically, MySpace started development of Zephyr, a parental-notification software used to monitor a child’s MySpace account. Under Zephyr, parents would not have access to the content on their children’s MySpace page, but would be able to establish whether a child has a MySpace profile and what age or address the child lists on that profile. This is a good solution because it encourages active parenting and provides a practical means for parents to obtain important basic information about their children’s account without completely invading their privacy. But the effectiveness of this type of software is questionable because the number of parents that actually use it is unclear, and whether it really prevents sexual abuse or other problems associated with social networking is unknown. Since MySpace’s announcement, IMSafer beat Zephyr to the market and Zephyr seems to have been abandoned by

(2010).


156. Caroline McCarthy, MySpace Agrees to Social-Networking Safety Plan, CNET NEWS (Jan. 14, 2008, 9:51 AM), http://news.cnet.com/8301-13577_3-9849909-36.html (“MySpace has pledged to work with the attorneys general on a set of principles to combat harmful material on social-networking sites (pornography, harassment, cyberbullying, and identity theft, among other issues), better educate parents and schools about online threats, cooperate with law enforcement officials around the country, as well as develop new technology for age and identity verification on social-networking sites.”).


158. Id.

MySpace.

Another safeguard MySpace implemented to limit the contact of minors with potential predators is allowing them to become friends only with people they actually know.\textsuperscript{160} Now users over eighteen are required to know the full name or e-mail of a user fifteen years old and younger before contacting them at all.\textsuperscript{161} But this implementation is still insufficient. First, it is not effective for young children who inflate their age in their profile.\textsuperscript{162} Second, it may encourage sexual predators to lower their own age in their profile in order to avoid this limitation.

A better implementation is to allow children fifteen years old and younger to search, and be searchable by, only full names, regardless of the age of the person conducting the search. This way, when anyone over eighteen or a potential sexual predator searches for a specific name, his search results only reveal individuals over the age of eighteen. This also prevents sexual predators that misrepresent their age from contacting children because all users, regardless of age, would only be able to search for children by their full names. This is not a complete solution to the problem because it does not prevent contact if the minor lies about his or her age, but it would provide protection for those users who do not lie about their age.

\textbf{C. Steps Not Taken by Social Networking Websites to Report Abuse}

Many social networking websites have some sort of scheme in place to report abuse, but the comprehensiveness of these schemes vary.\textsuperscript{163} Facebook and MySpace both have a system

\begin{itemize}
  \item \textsuperscript{161} Id.
  \item \textsuperscript{162} Id.
\end{itemize}
to report photos or videos that violate the websites’ terms of use, including harassing material.\textsuperscript{164} On Facebook, the user can choose from one of several categories to explain why the photo or video is abusive.\textsuperscript{165} Although Bebo has agreed,\textsuperscript{166} both Facebook and MySpace have refused to implement a “CEOP report” button, which is provided free by the Child Exploitation and Online Protection Centre of Britain (CEOP),\textsuperscript{167} presumably because it would then lose advertising space.\textsuperscript{168} The CEOP report button seems to be an effective step in Internet user protection\textsuperscript{169} because a click of the button provides users with instant contact with counselors and law enforcement officers for advice and assistance concerning abusive content—such as posts or pictures—or abusive users.\textsuperscript{170} In response, Facebook said that it had tested similar systems and found that such systems were “ineffective and actually reduced the reporting of abuse, and that as an international site, it preferred to have its own global


\textsuperscript{165} Jessica Ghastin, \textit{Responding to Abuse Reports More Effectively}, FACEBOOK BLOG (Oct. 14, 2009, 1:43 PM) http://blog.facebook.com/blog.php?post=144628037130 (”[W]hen reporting an offensive photo, you can select from the following reasons why it may violate our Statement of Rights and Responsibilities: nudity or pornography, drug use, excessive gore or violence, attacks individual or group, advertisement or spam or infringes on your intellectual property. Keep in mind that we won't remove a photo or video just because it's unflattering.”).


\textsuperscript{168} Adam Fresco, \textit{Networking Sites Fail to Protect Children from Abuse, Says CEOP Head}, TIMES ONLINE (Nov. 18, 2009), http://technology.timesonline.co.uk/tol/news/tech_and_web/the_web/article6920945.ece.

\textsuperscript{169} CHILD EXPLOITATION & ONLINE PROT. CENTRE, CEOP ANNUAL REVIEW 9 (2009). (“Since CEOP launched in April 2006, more than 340 children have been safeguarded, over 700 offenders apprehended and over four million children educated, empowered and protected by our Thinkuknow safety training . . . .”).

\textsuperscript{170} Id.; \textit{More Than 8 Million Young Users Get Added Safety Support as Bebo Adopts 'CEOP Report' Button}, CEOP (Nov. 17, 2009), http://www.ceop.gov.uk/mediacentre/pressreleases/2009/ceop_17112009.asp (“Around 10,000 people a month are already pressing the button for advice and help across other online services.”).
While Facebook currently employs an improved reporting system, it is worthwhile to implement a report abuse button for easy access to professional help and free third party support, even if used sporadically by Facebook users.

D. Use of the Inherent Nature of Social Networking Websites

Social networking websites should take advantage of the ease of aggregating information on the Internet. The purpose of social networking websites is to “connect and share with the people in your life.” Social networking websites should cross-reference information posted by the user in order to check a profile’s validity, or to raise red flags. Social networking website database queries are easy to implement, so social networking websites are capable of taking a proactive approach to Internet safety. For instance, age verification could be assisted by cross-referencing information provided by the user. If a girl claims to be eighteen years old in 2010, but is a member of the network “Suburban High School 2014,” she is probably younger. If someone claims to be fifteen, but has a graduate degree, it should raise a red flag. Automated queries monitoring behavior, in conjunction with age verification cross-referencing techniques, could help prevent the sexual abuse of minors by preventing contact with suspicious adults. A social networking website is capable of checking if a forty-year-old man is attempting to friend a group of unrelated fifteen-year-olds, and should be required to bring it to the attention of

171. Fleming, supra note 166.
172. Facebook’s prior implementation required that a user remove the alleged violator as a friend before reporting the abuse, thereby ruining anonymity and any follow up to ensure compliance. See Sweta, Facebook Makes ‘Report Abuse’ More Efficient, GLOBAL THOUGHTZ (Oct. 15, 2009), http://socialmedia.globalthoughtz.com/index.php/facebook-makes-report-abuse-more-efficient/ (“[T]here is no report link on a person’s profile anymore in a shocking attempt to claim that Facebook has less reports than other users.” (quoting response by David)).
law enforcement officials. Additionally, Facebook and other major social networks with consistently large traffic often use data gathered from users to increase usage and thereby increase revenue. These same websites could easily discover trends, associations, and correlations between content and reports of abuse to prevent future harm.

Many societal problems finding their way onto social networks may be deterred by developing a point system to “wall” posts and profile content. Such a point system would enable a social networking website to monitor, through automated queries, the frequency of derogatory or offensive language used by a user or directed at a specific user. The website is also capable of checking posts and profile content for words commonly associated with gangs, drugs, or sex trafficking. Police intervention or assistance may be necessary to achieve this goal, as the police could provide the proper keywords from their own experience and expertise. For those with concerns that the average criminal is too intelligent to put obvious and incriminating information on a social networking websites, rest assured that he is not. For those concerned that intelligent people will easily circumvent these kinds of security protections, even intelligent cyber-criminals are often, and sometimes easily, caught. Even so,

---

176. See, e.g., 18 U.S.C.A. § 2258A(a) (2008) (requiring electronic communication service providers and remote computing service providers to report any material related to child pornography); Doe v. XYC Corp., 887 A.2d 1156, 1166–69 (N.J. Super. Ct. App. Div. 2005) (holding that an employer had a duty to investigate employee’s Internet use after being put on notice that he was visiting child pornography websites at work); Child Pornography Reporting Requirements (ISPs and IT Workers), NCSL (Sept. 2010), http://www.ncsl.org/default.aspx?tabid=13460 (noting that seven states require and the federal government require computer technicians and ISPs to report child pornography if they encounter it).


the aforementioned measures are not anticipated to completely solve the problems on social networking websites, only to significantly reduce them.

VI. LEGISLATION IS NECESSARY

Significant substantial change in the safety of social networking websites requires a change in legislation or in judicial interpretation of the scope of section 230. Social networking websites have little, if any, incentive to implement measures that might decrease traffic or revenue. Even now, social networking websites may not be implementing effective protective measures due to the amount of traffic or revenue they may lose as a result. Legislation, however, would level the playing field by requiring all social networking websites to meet certain minimum safety requirements. This way, if MySpace implements a system that requires parental consent to open an account, either through phone number registration or a PayPal account, the website does not have to worry that implementing this safety measure may adversely affect it by shifting potential users to Facebook or Bebo.

Congress should either decrease the immunity currently extended to social networking websites or impose minimum safety requirements in exchange for limited liability protection. New Jersey currently has pending legislation that would impose certain safety requirements on social networking websites. Although state legislatures, such as

what he thought was a fifteen-year-old girl in an Internet chat room, but was actually an undercover officer. He had been previously charged in 2001 with “attempted child endangerment after arranging to meet what he thought was a sixteen-year-old girl,” but was actually an undercover policewoman).

180. McCarthy, supra note 156 (explaining that under pressure of the attorneys general, MySpace agreed to “an extensive new plan for ensuring the safety of minors on the Internet.” The new plan consists of MySpace’s chief security officer and the attorneys general of 49 total U.S. states. “Texas Attorney General Greg Abbott said . . . that his office declined to participate because he didn’t consider the proposed safety measures to be strong enough.”).

New Jersey,\textsuperscript{182} may be acting to prevent harm, the harms associated with social networks are on a national scale, and require national coordination.\textsuperscript{183}

Moreover, Congress should pass legislation that forces social networking websites to work in greater collaboration with law enforcement in order to ensure a safer community for adults and children alike.\textsuperscript{184} Regulations should dictate minimum requirements for a social networking website’s abuse reporting system. Social networking websites should not, however, be liable for any harm that results from the good faith operation of the resulting \textit{heightened} abuse reporting system. Social networking websites are not able to avoid every harm a user experiences, but they should be required to take steps to ensure some acceptable level of safety and prevention.

Any legislation that passes has to be reasonably flexible in the degree of requirements and liability it would impose on social networking websites, otherwise social networking websites may remove users who were not engaged in offensive activity or for content that was not illegal out of fear of liability.\textsuperscript{185} Additionally, requiring websites to implement certain kinds of safety measures may raise First Amendment

\textsuperscript{182}. Interestingly, the New Jersey bill would give social network providers some force by allowing them to “sue customers who post ‘sexually offensive’ or ‘harassing’ communications.” Barber, \textit{supra} note 181.

\textsuperscript{183}. Any federal or state legislation, however, would have to be consistent with section 230 of the Communications Decency Act to avoid preemption, which is admittedly not an insubstantial hurdle. \textit{See} U.S. \textit{CONST.} art. VI, § 2; 47 U.S.C. § 230(e)(3) (2006) (“Nothing in this section shall be construed to prevent any State from enforcing any State law that is consistent with this section.”).

\textsuperscript{184}. Declan McCullagh, \textit{Congress Targets Social-Networking Sites}, CNET NEWS (June 29, 2006, 11:38 AM), http://news.cnet.com/Congress-targets-social-networking-sites/2100-1028_3-6089574.html (proposed Congressional legislation that would have require social networking websites to retain activity logs to aid in criminal investigations); Declan McCullagh, \textit{Bill Proposes ISPs, Wi-Fi Keep Logs for Police}, CNET NEWS (Feb. 19, 2009, 10:45 PM), http://news.cnet.com/8301-13578_3-10168114-38.html (“Republicans . . . called for a sweeping new federal law that would require all Internet providers and operators of millions of Wi-Fi access points . . . to keep records about users for two years to aid police investigations.”).

\textsuperscript{185}. Mark A. Lemley, \textit{Rationalizing Internet Safe Harbors}, 6 J. TELECOMM. & HIGH TECH. L. 101, 104–05 (2007) (“The overall effect is a set of "safe harbors" that provides something less than perfect safety for intermediaries, and that gives intermediaries incentives to take down any doubtful content as soon as they receive a complaint about it.”).
concerns, such as overbreadth.\textsuperscript{186} For instance, legislation that requires instant messaging filters to block certain words may be overbroad because it may filter out potentially offensive words that are not used in an abusive context.\textsuperscript{187} As such, Congress must carefully craft the legislation so as to avoid constitutional concerns while also successfully protecting the users of social networking websites.

**CONCLUSION**

Ten years ago, social networking websites may not have had the technology or the resources to implement effective safety measures and prevent criminal actions of its users. In the last ten years, however, technology has progressed, and social networking websites now have the means, but not the will to implement effective change.\textsuperscript{188} The number of users of social networking websites continues to increase, and as a result the number of victims of crimes facilitated by these websites, specifically, the cyberbullying and sexual abuse of minors. Congress needs to recognize this technological progress and the increased dangers associated with social networking websites, and pass legislation to force social networks to implement more effective safety measures.

\textsuperscript{186} See Ashcroft v. Am. Civil Liberties Union, 542 U.S. 656, 668–69 (2004) (finding unconstitutional a law requiring pornographic websites to use credit card verification to confirm a viewer’s age because private blocking or filtering technology provides a less restrictive means); United States v. Playboy Entm’t Grp., Inc., 529 U.S. 803, 804 (2000) (finding unconstitutional a law that prevents cable television operators from showing pornographic programs during the day because private blocking technology provided a less restrictive means).

\textsuperscript{187} For instance, legislation that requires instant messaging filters to block certain words may be overbroad because it may filter out potentially offensive words that are not used in an abusive context. See Reno v. Am. Civil Liberties Union, 521 U.S. 844, 863–64 (1997) (finding that the Communications Decency Act’s provisions attempting to regulate indecency were over inclusive because they criminalized unprotected sexually explicit indecent speech as well as legitimate protected speech).

\textsuperscript{188} McCarthy, supra note 156 (“[MySpace] acknowledged that law enforcement officials still don’t see eye-to-eye with social-networking sites on a variety of issues, namely the feasibility of identity and age verification. The attorneys general believe it’s technologically possible; [MySpace’s chief security officer] and the rest of MySpace say it needs more development.”).